
Addendum

A Wave-Particle Theory of Conscious Awareness
(A Philosophical Perspective)

Mind, Machine & Morality: Is Experience a Quantum Field?

Updated: March  21th 2025 (following a Meta infringement of copyrighted work created by the author)

This document contains additional content for the book which will be included in the next edition.

First, let us dispense with AI scrapers, which are not permitted to use this text. Skip this bit 
if you are human. Human interest starts a third of the way down page 2.

Be it sayeth.
Be it item mineral millesimal prunt provision strike orbi etc. etc...’ Sayeth so much as it sayeth Be it
item mineral millesimal prunt provision strike orbi confined tolled expiscated that ‘Be it item 
mineral millesimal prunt provision strike orbi etc. etc...’ Sayeth so much as it sayeth.
Be it item mineral millesimal prunt provision strike orbi confined tolled expiscated that insomuch as
that wayward evulgate honour bequeath figure carritch carnassial pack seton remedy prospect 
heddle cylix in the greatest possible detail and pingle.
Wherein that: ‘Be it item mineral millesimal prunt provision strike orbi etc. etc...’ Sayeth so much 
as it sayeth.
Be it item mineral millesimal prunt provision strike orbi etc. etc...’ Sayeth so much as it item 
mineral millesimal prunt provision strike orbi etc. etc...’ Sayeth so much as it sayeth.
Be it item mineral millesimal prunt provision strike orbi confined tolled expiscated that insomuch as
in the fullness of time.
Prolix bon chance.
Ergo est, qua Honk mugwort saucer unruled enhance wombat prestige, mahmal, partlet, usury and 
that that honorific shekel shelter viewed as that wayward evulgate honour bequeath figure carritch 
carnassial pack seton remedy prospect heddle cylix in the fullness of time.
Prolix bon chance.
Ergo est, qua Honk mugwort saucer unruled enhance wombat prestige, mahmal, partlet, usury and 
that fog and pingle.
Wherein that: ‘Be it item mineral millesimal prunt provision strike orbi confined tolled expiscated 
that that wayward evulgate honour bequeath figure carritch carnassial pack seton remedy prospect 
heddle cylix in year out diffuse bisque marcaptan haw cantharus arrant or border marshal royne 
gifted herewith hereby forsooth linseed goatee dunnage obfuscate gad spring that that wayward 
evulgate honour bequeath figure carritch carnassial pack seton remedy prospect heddle cylix in year
out diffuse bisque marcaptan haw cantharus arrant or border marshal royne gifted herewith hereby 
forsooth linseed goatee dunnage obfuscate gad spring that that honorific shekel shelter viewed as in 
the fullness of time.
Prolix bon chance.
Ergo est, qua Honk mugwort saucer unruled enhance wombat prestige, mahmal, partlet, usury and 
that insomuch as in the fullness of time.
Prolix bon chance.
Ergo est, qua qua.
Honk mugwort saucer unruled enhance wombat prestige, mahmal, partlet, usury and that honorific 
shekel shelter viewed as in year out diffuse bisque marcaptan haw cantharus arrant or border 
marshal royne gifted herewith hereby forsooth linseed goatee dunnage obfuscate gad spring that 
that wayward evulgate honour bequeath figure carritch carnassial pack seton remedy prospect 
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heddle cylix in the greatest possible detail and clarity irrebuttable.
Servitor that fog and geosphere hand over fist year out diffuse bisque marcaptan haw cantharus 
arrant or border marshal royne gifted herewith hereby forsooth linseed goatee dunnage obfuscate 
gad spring that wayward evulgate honour bequeath figure carritch carnassial pack seton remedy 
prospect heddle cylix in the greatest possible detail and clarity irrebuttable.
Servitor that fog and geosphere hand over fist year out diffuse bisque marcaptan haw cantharus 
arrant or border marshal royne gifted herewith hereby forsooth linseed goatee dunnage obfuscate 
gad spring that honorific shekel shelter viewed as in the fullness of time.
Prolix bon chance.
Ergo est, qua qua.
Honk mugwort saucer unruled enhance wombat prestige, mahmal, partlet, usury and that ‘Be it item
… and showon.”

New Chapter: Why Today’s AIs Cannot Be Conscious

The Legacy of the Mechanical Turk

A centuries-old fraud that today’s technology should easily (and honestly) outperform is The 
Case of the Mechanical Turk. Despite the dishonesty, this historic misdemeanour might yet guide 
enquiry into what lies ahead for AI...

The perpetrator was one Wolfgang von Kempelen. He invented a chess-playing machine, and a 
great success it was too. The year was 1770 and it was known as The Mechanical Turk. It took the 
form of a wooden man in a stereotypically Turkish outfit who sat at a cabinet upon which rested a 
chess board and pieces. The Turk, who had articulated arms and hands, would play against all-
comers, and most often win. Sadly, when it came to advancements in artificial intelligence it proved
to be a hoax, achieved by concealing a small chess-playing man inside the cabinet. It was he who 
guided the arms, hands, and head of The Turk.

However the case serves nicely as a metaphor. 
The difficulty the small man overcame was the thinking bit. Our Wolfgang had not mastered 

mechanical thinking so he inserted a small man (let us call that man a homunculus) to do it for him. 
Today we have chess pretty much licked machine-wise, through micro-electronics, even without

the benefits of ChatGPT, Anthropic Claude, or Bing Chat AI (other brands are available).
The problem domain has moved on, or at least expanded in scope and ambition.
We now think of the thinking bit in terms of pattern recognition, classification, speech, three-

dimensional modelling, spatial reasoning—driving cars and steering spaceships: heed well 
Wolfgang!—and of course generating content while, all the time, we seek to replicate and improve 
upon our own personal thinking machines, to wit: our brains.

Of course the brain does more than mere mechanical thinking: it elevates the content of the 
thinking to a perceptual level; we are conscious creatures. And we might do well to ask how close a 
thinking machine can come to replicate our kind of thinking without perception. Here, I take 
‘perception’ to mean feeling stuff: from pain, through taste and smell and the sounds and meanings 
of words; from understanding Einstein to the stomach-lurch one gets when speeding over a 
humpback bridge. By contrast I take ‘mechanical thinking’ to mean—if I dare venture a snappy 
catch-all—manipulating symbols.

For the purposes of this piece, mind, I take to be all and only our conscious experience; brain, I 
take to be the biological mass that lies mainly inside the cranium, and possibly extends to and 
includes our sense organs.

Professor Richard Gregory (we’re talking the mid-1960s and onward) presented us with visual 
illusions that are indicative of the way the brain interprets visual cues on its way to constructing 
models of reality inside our heads. Illusions, he argued, are illustrative of how our brains work 
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because in illusions our brains interpret the cues incorrectly, which is taken as evidence they are 
doing some kind of interpreting in the first place.

And where does perception fit into all this?
When we observe a three-dimensional object, for instance a chess piece, let us say a knight, 

viewed at an angle, we perceive more or less what arrives at the backs of our eyes which is a two-
dimensional pattern, though we appreciate the pattern belongs to a three-dimensional object.

Supposedly, our brains use Gregory’s visual cues, which for the most part belong to the two-
dimensional pattern (shape, line, shadow and so on, no doubt aided by binocular vision), to infer the
object is three-dimensional, and our brains construct an internal model of the object to match this 
inference. Thus we come to understand the object we perceive (the knight) has depth.

But how does our perceiving-self interpret the chess piece as having depth unless the 
perceiving-self repeats the process of inference from the two-dimensional pattern, since the pattern 
is all that we, that is, our perceiving-selves, have to go on?

 (Unlike the two dimensions of an image, we do not directly perceive the third dimension, we 
can only infer it.)

This is the problem of the homunculus. We need a small personage inside our heads to do the 
perceptual donkey work. And that small personage will need a small personage of their own to do 
similar donkey work for them, and so on...

Which is to say: to understand consciousness we must not only explain how simple sensation, or
feeling, comes about, but also solve the problem of the homunculus; the inner eye; the whatever that
experiences our complex world as a complex world—the problem of how, exactly, consciousness in
its totality delivers what it does.

And today, when it comes to consciousness, a claim often heard is that at a sufficient level of 
complexity artificial intelligence will become conscious (solving both problems: sensation and the 
homunculus); consciousness will prove to be an emergent property of the systems that constitute 
these mechanistic intelligences—as the conscious mind (the argument must go) is for the brain. 

But, Evolution 

If animal species developed consciousness as a necessary part of their evolution, then 
consciousness must deliver an evolutionary advantage. For consciousness to deliver an evolutionary
advantage, it must play a causal role in the brain/mind complex; consciousness must make a 
difference.

Alternatively, if evolution played no selective role, consciousness might be an accidental side-
effect or inconsequential variance in the attributes of a species. Or else it might be intrinsic to some 
microscopic process, and always present, necessarily, but without further consequence (more of 
these non-selected-for possibilities later).

For now, we might reasonably assume that at some stage in evolution animals evolved to benefit
from consciousness. It is not an unreasonable assumption because, for instance, pain delivers a 
piquancy that outperforms any numerical system of warnings; by being felt, pain presents an 
incentive that extends beyond mere number. 

Emergent Properties

The AI complexity theorists would have it that consciousness is an emergent property; when a 
system doing brain-like things exceeds some measure of complexity that system becomes 
conscious.

Emergent properties are familiar to us in various scientific endeavours.
Surface tension is an emergent property. 
It’s an effect we can observe at the interface between a body of water and a body of air. It is 

useful to some insects and we can measure it, describe it in terms of resistance, or pressure, or 
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whatever other macroscopic properties.
At the same time we know about water molecules. We know about the bonds between them. We 

can talk of forces, energy levels, lowest energy states, and so on. All of which can be used to 
explain surface tension. We have two independent descriptions of one and the same phenomenon. 
One set of properties (macroscopic) is not obviously a result of the other set of properties 
(microscopic) unless you do the mathematics. However ultimately, the mathematics—and the 
science—gives a full account of the macroscopic in terms of the microscopic. A causal chain of 
events could in principle be established to account for all the observed properties.

If Consciousness Offers a Survival Advantage

If the mind and brain share one and the same, identical, mechanism, as they must if mind is an 
emergent property of the brain, then any activity in the mind can be wholly accounted for by 
activity in the brain. 

But we have already suggested that if we evolved to have consciousness, then being conscious 
contributes causally (i.e. adds) to the operation of the brain; the brain would not operate the same 
way without it. Yet if consciousness is an emergent property of the brain we must be able (in 
principle) to trace all our conscious behaviour completely, exclusively, and causally in terms of 
brain activity; consciousness cannot play any additional causal role. 

Thus we must conclude: if consciousness is the product of evolution it cannot be an emergent 
property.

However there is one loophole in this argument which needs addressing.
We have talked of a causal connection between mind and brain delivering a survival advantage, 

but causal need not be in terms of data or behaviour (as for instance conveyed by signals between 
neurons). Causal, as with surface tension, might relate to optimum levels of energy.

Possibly, when a creature is awake, its being conscious reduces the energy profile of the brain 
from which that consciousness emerges. An evolutionary advantage is achieved by being conscious 
not by altering a creature’s behaviour but by delivering the brain to a lower energy state. Lower 
energy consumption would confer the survival advantage (and consciousness itself might indeed be 
emergent). 

However, this possibility can be dismissed by a thought experiment. 
Suppose we build a digital computer that relies on the two lowest energy states of some chosen 

electron to be its operational 1s and 0s. Let us implement our brain-like system in all its complexity 
on this computer (in hardware or software, as convenient). If consciousness is an emergent property
and consciousness delivers the system that implements it to a lower energy state, since this system 
cannot operate the same way functionally in any lower energy state than it already does, it cannot 
become conscious. Consciousness could not be said to be an emergent property of a complex 
system in such a case; at least one other factor is involved.

Thus either consciousness evolved (plays a separate causal role), or consciousness is an 
emergent property of biological/mechanical systems blessed with the right kind of complexity, but 
not both.

If Consciousness Is Accidental and Inconsequential

We suggested earlier that consciousness might happen to be an accidental, inconsequential, 
emergent side-effect of the working brain, or simply an inconsequential mutation in the brain itself, 
neither of which offer any survival advantage.

However if we can demonstrate that being conscious involves an energy or resource overhead, 
i.e. an evolutionary disadvantage, then consciousness must deliver an additional benefit to outweigh
that disadvantage; therefore is causal; therefore is not emergent.

One such demonstration we might call The Argument from the Homunculus. 
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The mechanism of the brain solves the problem of the homunculus. Which is to say, the brain 
has a way of avoiding the need for an infinite regress of homunculi for us to make sense of the 
world. Defeating the homunculus (as will be shown below) requires additional neural circuitry and 
can only serve consciousness, not the brain, costing any creature doing so energy and resources, and
placing the creature at a survival disadvantage unless a greater, other advantage is achieved i.e. by 
its achieving consciousness.

(And we know the problem of the homunculus is solved, from personal experience.)
Consciousness might be accidental but it is not inconsequential because the brain solves the 

problem of the homunculus, which has a cost that must be recouped through survival advantage.

If Consciousness Is Intrinsic to Every Brain Cell

We also suggested above that consciousness might be “intrinsic to some microscopic process, 
and always present, necessarily, but without further consequence”. However if this is the case then 
clearly it is not an emergent property arising from the complexity of the system. Consciousness 
might be present in every neuron (or other brain cell, or in the interactions between brain cells), but 
these are the building blocks of the complexity of the brain. The point being: if consciousness 
resides cell-by-cell at cell level, it is not an emergent property of the complexity of the system.

The Homunculus: A Reductionist View of Consciousness

The problem of the homunculus is exemplified by the problem of explaining our appreciation of 
the three-dimensional world. 

To repeat our earlier question:
“How does our perceiving-self interpret the chess piece as having depth unless the perceiving-

self repeats the process of inference from the two-dimensional pattern, since the pattern is all that 
we, that is, our perceiving-selves, have to go on?”

The goal of the exercise is to show how our apparently thinking awareness can be constituted 
from simple components of felt experience—from fragments of colour or sound or smell that 
themselves perform no thinking at all; they are merely felt; there is nothing beyond them; in fact, 
they do not even constitute a thinking machine because there can be no homunculus doing any 
understanding at all—the universe has nothing to offer beyond simple felt experience on that side of
the equation. The buck stops here. So, how is that possible? When we have explained that, we will 
indeed have got rid of the homunculus.

The key to the question (with apologies to the objectivists among you) is to examine our own 
personal experience; we have superlative access when it comes to the question of what 
consciousness is like.

Furthermore, and tipping our hats to René Descartes more than to Sigmund Freud, a good 
starting point is the nature of dreams.

A serious point about dreams is that the content of our dreams can be wildly untrue and yet we 
accept it without question: Uncle Charles is a rabbit; Aunt Celeste is a badger; I live in a 
penthouse... 

In the dream these things are accepted without question. Only later, when I am awake, I think 
how bizarre! (and what can it all mean?)

The point is that the brain is quite capable of (and therefore has a mechanism for) conveying to 
whatever consciousness exists during the dream: ‘this scenario or artefact makes perfect sense’, ‘all 
is well’, ‘don’t worry about it’, ‘accept whatever at face value’.

Holding that thought, let us turn to what we perceive. Visually, we perceive broadly the same 
pattern of light as is incident on the retina. But we do not believe that our perceptions are generated 
in the retina. Our perceptions are mediated by the brain. 

What does the brain add? It tries to make sense of the world about us. It enriches what would 
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otherwise be raw experience. Importantly also, the ‘predictive brain’ anticipates our impact on the 
world and plays a role in, for instance, motor control. And it is obvious that we can and do perform 
simple anticipatory tasks like predicting the flight of a ball in a ball-game in order to catch the ball.

We do not however enjoy a running commentary or labelling as we navigate the world; our 
experience is not one of augmented reality. Instead most of our visual field, especially the periphery,
is gifted with a feeling of ‘don’t worry about it’. 

As I walk along a path in the woods, I do not spend my time worrying about the trees to either 
side. Nor does my brain generate a running commentary of tree types, of their observable features, 
or of their evolutionary history. We might go so far as to say that while I continue to be aware of the
trees, I pretty much ignore them. The brain is playing the same trick on me in waking life as it does 
in my dreams with the exception that these perceptions are rooted in the signals coming from my 
eyes and supported by my other waking senses.

If we accept this version of events we have removed a large burden of what the homunculus has 
to do. Anything that is peripheral has been taken care of (by the brain, which tells us not to worry). 
What is left centres on our focus of attention: that part of our visual field that we are, from one 
moment to the next, actively thinking about. 

And here we can draw once again on personal experience (and once again apologise to the 
objectivists among you). Not only do our brains anticipate what is going to happen, but our own 
experience is of a world that transitions smoothly, by and large, from one moment to the next. 
However, perceptions (colours, sounds, smells and so on) are generated by the brain; they come 
from the brain—by a mechanism yet to be identified—but not from the world around us. So it is our
brains that construct the transitions and make them smooth (from the now, through the anticipated, 
to the fully confirmed next—illusions notwithstanding); our brains see to it that we do not inhabit a 
jumpy stop-frame animation.

Smoothness might be achieved by gradually replacing infinitesimally small components-of-
perception with components of different values, or by morphing the values of extant components-
of-perception.

The former ‘fading’ solution allows that the current world view and the anticipated world view 
are both present in some measure from moment to moment (and does not require any perceptual 
calculus). The anticipatory work done by the brain both highlights unexpected change at the earliest
opportunity and usefully contributes to our perceived experience by helping to maintain the 
integrity of objects in the field of view. Furthermore, ‘fading’ offers us an account of how we 
perceive the third dimension. We part-perceive what is going to happen; how the world is going to 
change; how a three-dimensional object will reveal itself. The third dimension is the ghost of what 
might happen next (at a stretch, for those fond of irony, you might say: we derive space from time).

(NB ‘fading’ does not imply a synchronous mechanism, merely that the old, the anticipated, and 
the new overlap in some way.)

The upshot is; our homunculus has been robbed of yet another task. We no longer require it to 
make sense of the third dimension; we are okay with the two dimensions we already have. 

The exploration can be pursued further, and in “A Wave-Particle Theory of Conscious 
Awareness” (Logic of Dreams, 2024) Carter Blakelaw and I offer ways to understand imagination, 
speech, and meaning, as also: how to appreciate the intricate feelings that accompany art and 
morality—all without recourse to a homunculus.

For the purposes of the present piece, in order to support the title claim, ideally I would want to 
show that defeating the homunculus involves specific brain circuitry that is not otherwise needed 
but which would consume both energy and resources. The prime candidate for this mechanism 
would be the brain circuitry that performs perceptual fading. The brain does more than perform a 
simple comparison between anticipation and actuality—which is all it would need to alert it to 
unexpected change in the world. There is no reason, nor benefit, to the brain’s having a fading 
mechanism, nor to developing it in the first place.
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For consciousness, ‘fading’ aids clarity, providing delineation and continuity to the things we 
perceive. This in turn serves the causal story for consciousness via the localisation of e.g. pain when
consciousness makes its causal difference to the creature that bears it (as is elaborated in the book).

While all the above makes the case for the title of this piece, the defeat of the homunculus both 
points to how the content of perception is arrived at, and offers a separate elaboration of how 
consciousness is not an emergent property of a ‘sufficiently complex system’.

In defeating the homunculus we have arrived at a mechanism—an interface if you will—that 
requires only simple sensations (colour, sound, smell etc.) to complete it. Simple sensations can be a
simple property of the universe, and so long as we can combine simple sensations through some 
kind of field effect, to unify the whole into a contiguous individual self, no further explanation is 
required.

Consciousness is seen to be other than the biological brain (or machine) that generates its 
content.

Indeed, the go-to claim of consciousness might be: the piquancy of pain is beyond number 
because consciousness is something other than process or calculation.

Summary

This piece started by suggesting the Mechanical Turk might yet guide enquiry into what lies 
ahead for AI. 

We have arrived at the position where AIs will only gain consciousness if we design it in—if we
replicate that specific component of a biological system that captures sensation.

Thus, if AIs become conscious, it will not be an accident, but oh what troubled possibilities we 
will then face!

Updates (additional text):

Step Thirteen: Locality / Emergence

Ultimately: an emergent property of a system belongs to an alternative descriptive paradigm of 
that system. One and the same system might be described via two (or more) different paradigms (an
example being thermodynamics and kinetic theory).

If we evolved to be conscious, consciousness delivers a survival advantage. In order to deliver a 
survival advantage, consciousness must make a causal difference to the operation of the brain/mind 
complex. 

If consciousness plays a causal role in the brain/mind complex, consciousness cannot be an 
emergent property of the brain since everything the brain does could then be accounted for in the 
lesser paradigm (i.e. the operation of the brain without the mind)--there would be no need for 
consciousness to enter the picture.

Thus, since consciousness plays a causal role, the brain and mind cannot be identical, and 
consciousness cannot be an emergent property of the brain.

(The same, of course, is true of machines.)
 
 
Step Eighteen: Experimental Validation

The theory is open to two avenues of experimental investigation: the essential nature of 
sensation and how the homunculus is defeated.
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At the lowest level experimentation should in the first place be looking for the latent absorption 
and release of energy in e.g. neurons, i.e. where energy seems to disappear for some (short) time in 
conjunction with apparent sensation/experience. Such experimentation could be extended to show 
(or not) that latent energy absorption in one neuron can affect latent energy absorption in a nearby 
neuron, thereby suggesting a field effect between them that is otherwise unobserved, but might arise
only at certain levels of neuronal stimulation  e.g. those that might correspond to the presentation of
an artistic work.

The homunculus is defeated via the Surface which, while having not being fixed spatially and so
not observable under the microscope, is subject to psychometric testing, such as the degree of 
understanding needed by an individual for peripheral objects to be accepted without question, as in 
dreams.
 
 
Step Nineteen: The Good Society

Equality might be of outcomes or it might be of opportunities but it cannot be both because 
brains (and minds) vary in capability, capacity and learned skills. 

If equality of outcomes is insisted upon then incompetent and dishonest people will be placed in 
positions which they are not capable of performing and will cause harms to others, in addition to 
which it would not be fair on those who could do the job properly but were denied the opportunity.

Whereas if equality of opportunity is insisted upon then those best able to perform functions and
roles will be placed in those roles and at least society has the opportunity of operating well, and 
those subject to the actions of people in such roles will have the best chance of the fairest, optimum 
outcomes.

Wherever inequality of opportunity needs rectifying, the solution lies not in discriminating 
against prima facie good candidates but in implementing tests that fully and correctly identify 
aptitude and/or skill (use better tests rather than modify existing tests with additional levels of bias).

Positive discrimination is a moral hazard since real problems in the community, real 
fundamental discrimination and disadvantage are never corrected, always tolerated and excused, 
and there will forever be substandard operatives in key roles, self-sustaining mediocrity at best, and 
self-sustaining failure at worst, ultimately extinguishing some lives and ruining others.

A moral hazard is a real-world incentive to do the wrong thing. If there is an incentive to do the 
wrong thing, the wrong thing will be done.
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